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Key-Alternating Block Ciphers
AES, Serpent, PRESENT, ...

plaintext

x

ciphertext

y

key-schedule, ϕ : κ 7→ K = (k0, k1, . . . , kr)

k0 k1 k2 kr−1 kr

round 1 round 2 round r. . .

κ

◮ κ = user-supplied key

◮ K = expanded key

◮ ki = round subkeys

◮ n = block size in bit
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Key Observation

(−1)Ui⋄K − (−1)Ui⋄K
′

=

{

0, if Ui ⋄K = Ui ⋄K
′ ⇔ Ui ⋄∆ = 0

±2, if Ui ⋄K 6= Ui ⋄K
′ ⇔ Ui ⋄∆ = 1
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Distinguisher 1
If Ui ⋄∆ = 0 deterministically ⇒ C − C ′ = 0 deterministically

◮ Pr{C − C ′ = 0} = 1√
2π

2−
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2 for an ideal cipher

◮ Data and computational complexity: O(2n+1)

Distinguisher 2 (more general)

If Ui ⋄∆ = 0 with probability p ⇒ C − C ′ ∼ N
(

0,
√

8
3 2−n(1− p2)

)

◮ C − C ′ ∼ N (0, 2(1−n)/2) for an ideal cipher

◮ Data and computational complexity: O(M2n+1)

◮ M growing exponentially in HW(active positions of ∆)
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◮ Low-weight related-key condition
◮ Relation between κ and κ′ is such that ∆ has a low Hamming

weight

◮ Heavy-tail related-key condition
◮ Relation between κ and κ′ is such that ∆ is arbitrary in

first/last subkeys and of a low Hamming weight elsewhere

⇓

◮ Complexity:
◮ mainly depends on the key schedule
◮ to a large extent independent of # rounds


